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● Maximize profit & minimize exposure to risk 

● Stock prediction is almost impossible

● Portfolio: combination of investments held by an individual 

● Portfolio diversification
○ Strategy that minimizes risk by mixing a wide variety of 

investments 
○ “not putting all the eggs in one basket”

Introduction
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Return is a profit from an investment

Volatility
● Measure of the variation in returns with time
● Volatile portfolios are considered riskier

The two illustrated assets 
have the same average 
return, but the returns of 
the more volatile orange 
line have a larger standard 
deviation than the blue.

Introduction
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● Difficulties of portfolio distribution
○ Financial markets change ➞ assets negatively correlated 

could become positively correlated
○ Huge number of available assets

We consider directly optimizing the return per unit risk of a portfolio by 
maximizing its Sharpe ratio.

Introduction
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Harry Markowitz’s “Modern Portfolio Theory” is a mathematical 
framework for assembling a portfolio to maximize return per risk
● Has practical limitations and makes unrealistic assumptions

Monte Carlo simulation is popular 
● e.g. randomly generating 

100,000 portfolios and picking 
the best one

● 4 assets were considered 
for the plot to the right

● Efficient Frontier in green
 

Background
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Even Monte Carlo simulation has its own limitations in accuracy and the 
number of assets it can consider for a portfolio

It’s like randomly throwing darts, hoping one lands near the “best spot”
● darts are cheap, but not free
● as the size of the dartboard increases, it becomes increasingly less 

likely that a finite sample of darts hits near the “best spot”

Each row is made up of binomial coefficients - bolded row is C(n,100)

Background
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Gradient ascent makes it possible to iteratively converge on the 
portfolio with the maximum Sharpe ratio 
● Taking steps with the independent variables in the direction of 

desired change for the dependent variable
● Only requires that our objective function be differentiable
● Should allow us to consider much more than 4 assets

Approach
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https://blog.clairvoyantsoft.com/the-ascent-of-gradient-descent-23356390836f https://medium.com/gradientascent/trending 

https://blog.clairvoyantsoft.com/the-ascent-of-gradient-descent-23356390836f
https://medium.com/gradientascent/trending


The user of our model will input a list of potential 
assets they are considering investing in. 

System and Design
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Our model will return the optimal distribution of 
these assets in a portfolio using historical price data.



Eliminate the “risk free return” constant from the Sharpe ratio in our 
objective function ➞ maximum of objective function and maximum of 
original Sharpe ratio will be reached by the same portfolio distribution.

For a given portfolio distribution and lookback window, we can calculate 
the net return of the portfolio for each day to help us compute the mean 
and standard deviation in our objective function. 
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Stock data is readily available online through Yahoo and Google Finance

For use in Python, we will use the IEX finance API 

Data Collection
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We are assuming that recent historical price trends and volatilities are 
indicative of current market conditions

Below is the structure of our input matrix 

Feature Selection
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Gradient Ascent for Optimization
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Internal parameters: weights and biases in the neural network
Internal parameters (γ) work like dials which we can adjust to 
change the output of the neural network. 

By seeing which way we need to turn each dial and making 
incremental adjustments, we can arrive at a maximized Sharpe ratio.

● We used Adam optimization to avoid settling into local maxima 
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https://www.tekportal.net/absolute-maximum/

Gradient Ascent for Optimization
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Hidden layers containing 
weights and biases γ 
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Softmax Normalization

Neural network

Output raw asset ratios

Normalized asset ratios

Input historical daily asset 
price and return data

Input daily asset return data

Sharpe ratio 
objective function

(which we are maximizing)

Backpropagation 
to find gradients

For a portfolio considering n assets, we will repeat to converge on the maximum LT

Softmax ensures ω‘s are 
positive and sum to 1 

Model Architecture

Adjust weights 
and biases γ of 

the neural 
network 

Gradient ascent
(Adam optimization)

Daily portfolio returns



Hidden layers containing 
weights and biases γ 
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Softmax Normalization

Neural network

Output raw asset ratios

Normalized asset ratios

Input historical daily asset 
price and return data

Input daily asset return data

Sharpe ratio 
objective function

(which we are maximizing)

Backpropagation 
to find gradients

For a portfolio considering n assets, we will repeat to converge on the maximum LT

Softmax ensures ω‘s are 
positive and sum to 1 

Model Architecture

Adjust weights 
and biases γ of 

the neural 
network 

Gradient ascent
(Adam optimization)

Daily portfolio returns

These asset ratios are the end 
goal, and will be extracted once 

LT is maximized



Once the Sharpe ratio is maximized, we can use the normalized 
asset ratios (from the output layers of the neural network) to 
construct our ideal portfolio.

Most returns per risk in past 
100 days → expected to 
perform similarly well in the 
near future

System and Design
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Normalized asset ratios



Right now: 
● Feed Forward Neural Network (FFNN) 
● 1 hidden layer
● 64 neurons
● ReLU activation function

This simple architecture performed as well as deeper ones with more 
hidden layers for optimization on a single lookback window.

For the future:
● Train the model with data from many lookback windows 
● Recurrent Neural Network (RNN)
● Long Short Term Memory (LSTM)

These continuations will turning the scope of this problem from simple 
optimization (only considering the data we have) into machine learning 
(generalizing the model for data we don’t have yet).

Hidden Layer Architecture
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Here we performed 100 iterations of gradient ascent on the price data 
for Apple, Tesla, Microsoft, and Google from the past 50 days.

Our Sharpe objective function (not precisely the Sharpe ratio) increases 
with each step as the 4 asset ratios are updated.

Results of Gradient Ascent
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This shows how a portfolio constructed from the final realized asset 
ratios would have performed during these past 50 days.

Performance Over the Lookback Window
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For these 4 tech stock, using the past 50 days of data, we can compare 
our optimized portfolio to the results of Monte Carlo simulation. 

10k random portfolios are enough to illustrate the efficient frontier.
The optimized portfolio truly has the highest Sharpe Ratio.

Validation with Monte Carlo Simulation
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There are 11 sectors in the stock market, each with different industries.

We found Vanguard ETFs that tracks each sector and performed our 
model on the past 200 trading days of data.

11 Vanguard sector ETFs
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Now with 11 possible assets, the space of possible portfolios is too 
large to cover by randomly guessing. More assets makes it even worse.

Out of 1 million random portfolios, none are close to the optimized one.
● 1 million guesses took 10 minutes to perform on a laptop
● the optimization took 6 seconds

    10k portfolios         100k portfolios               1 million portfolios

Comparison to Monte Carlo Simulation
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Prices and returns are features common across many types of assets, 
which allow us to create hybrid portfolios constructed from nearly any 
type of security.

Here the lookback window is 200 days

Mixed Stocks and ETFs
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Sharpe ratio uses standard deviation as a proxy of risk
● assumes that returns are normally distributed

The presented algorithm is optimization, not learning yet
● we only use one lookback window, and we optimize the 

portfolio for performance over that single period of time
● there is no generalization to the data we don’t have yet
● our model is only useful for portfolio rebalancing under the 

assumption that recent past performance indicates near 
future performance

Limitations
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Train the model using batches of many lookback windows pulled from 
a larger dataset and iterate for a certain number of epochs

Develop code for backtesting
● We can use historical data to simulate an investor rebalancing 

their portfolio every week, month, or year using this model

Hidden layers with recurrent architectures
● Simple RNN
● LSTM
● Gated RNN

Other objective functions
● Sortino ratio - negative deviation is the proxy for risk 
● Modified sharpe ratio - recent information weighted heavier
● Portfolio diversification degree
● Any other differentiable function!

Future Investigation
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